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Abstract—Recent progress in spectral classification is largely
attributed to the use of convolutional neural networks (CNN).
While a variety of successful architectures have been proposed,
they all extract spectral features from various portions of adja-
cent spectral bands. In this paper, we take a different approach
and develop a deep spectral feature fusion method, which extracts
both local and interlocal spectral features, capturing thus also
the correlations among non-adjacent bands. To our knowledge,
this is the first reported deep spectral feature fusion method.
Our model is a two-stream architecture, where an intergroup
and a groupwise spectral classifiers operate in parallel. The
interlocal spectral correlation feature extraction is achieved
elegantly, by reshaping the input spectral vectors to form the so-
called non-adjacent spectral matrices. We introduce the concept
of groupwise band convolution to enable efficient extraction of
discriminative local features with multiple kernels adopting to
the local spectral content. Another important contribution of this
work is a novel dual-channel attention mechanism to identify the
most informative spectral features. The model is trained in an
end-to-end fashion with a joint loss. Experimental results on real
data sets demonstrate excellent performance compared to the
current state-of-the-art.

Index Terms—Spectral feature fusion, attention mechanism,
deep learning, hyperspectral image classification.

I. INTRODUCTION

HYPERSPECTRAL image encompasses both rich spec-
tral and spatial information, which offers great potentials

for land cover identification [1]. Hence, a range of methods
for hyperspectral data processing have been reported recently
[2, 3]. Scene classification remains to be one of the most
demanding tasks since it is a fundamental processing step in
various fields [4–6].

Spectral-spatial classification typically outperforms spectral
classification alone [7–10] due to the use of spatial context.
However, one has to deal with how to select the input window
size for different images [11], since they often present diverse
and complex spectral and spatial features due to different
spatial resolutions together with various land cover types [12].
Moreover, in hyperspectral image processing, pixel-sharing
among the training and testing local regions (windows) is
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A. Pižurica is with the Department of Telecommunications and Information
Processing, UGent-GAIM, Ghent University, 9000 Ghent, Belgium (e-mail:
Aleksandra.Pizurica@UGent.be)

Training pixel and its 
local spatial context

Testing pixel and its 
local spatial context

Shared region of pixels 

Fig. 1. An illustration of pixel-sharing between the training and testing data.
The shared pixels aggravate with a larger window scale or more training data.

frequently encountered since the training and testing sets
are taken from the same image. Unless the centers of the
training and testing samples are displaced by at least the
window size in either horizontal or vertical direction, the two
regions will overlap as shown in Fig. 1. This pixel-sharing
increases the classification accuracy in the tests and can thus
hinder fair assessment of the methods, as indicated in [13].
Our motivation in this paper is to avoid the pixel-sharing
completely while yielding state-of-the-art accuracy.

With spectral classification alone there is no pixel-sharing
and no window scale selection of input data, as the input is
simply a vector of pixel values at a given spatial location
across all the bands. The main challenge of spectral classifica-
tion is how to extract the discriminative spectral features from
a high-dimensional spectral information under limited training
data [14]. The related phenomena are referred to as the curse of
dimensionality [15]. A range of spectral classification methods
have been proposed [16], building on support vector machines
[17], random forests [18], multinomial logistic regression [19]
and neural networks [20]. Recent studies demonstrate the
success of deep leaning in spectral feature extraction, using
e.g., stacked auto-encoder [21], deep belief network [22], CNN
[23–25], and recurrent neural network [26, 27]. The first two
are fully connected networks that require much more learning
parameters, tending to be overfitting due to lack of sufficient
training data to fit them. CNN models can reduce hugely the
number of learning parameters with the local-connection and
shared-weight architecture. Recurrent neural network models
handle hyperspectral pixels sequentially because of their pow-
erful learning capability from sequential data.

Although the above described methods made great progress
in spectral classification, their classification maps are still
noisy due to various degradations including image noise,
spectral variability and mixed pixels. A common approach
is to employ spatial information in a post-processing stage.
Training is done based on spectral information alone and the
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spatial context is then incorporated posteriorly at the testing
stage as refinement [28], typically via some voting strategies
[25, 29]. However, the pixel-sharing problem still remains in
these post-processing methods. A recent work [30] proposed
an adaptive spectral-spatial voting strategy to refine the final
label while excluding the training samples at the testing stage.

In this paper, we aim to improve the spectral feature learning
capability for hyperspectral image classification. To achieve
this, we propose a two-stream spectral feature fusion method
based on 1D-CNN, which extracts simultaneously interlocal
and discriminative local spectral features in parallel. The first
spectral classifier aims to extract interlocal spectral correlation
features from a non-adjacent spectral matrix that is reshaped
from the input pixel vector. The second spectral classifier
comprises an original groupwise band convolution to extract
more discriminative local spectral features from groups of sub-
bands. Moreover, we develop a novel dual-channel attention
mechanism to further boost the spectral feature learning capa-
bility of the two classifiers. Then, the two parallel classifiers
are integrated adaptively via a decision fusion. At the testing
stage, we introduce a novel voting method, which avoids the
pixel-sharing effectively and exploits both local and global
spatial information posteriorly to make the final prediction.

The main contributions of this paper are as follows:
1) We propose a unified two-stream CNN-based spectral

feature fusion method for hyperspectral image classifi-
cation. We are not aware of any other reported works
on spectral feature fusion of hyperspectral data based
on deep learning. The main advantage of the proposed
method is its powerful spectral feature learning capabil-
ity, exhibited as a significantly improved performance
compared to the state-of-the-art spectral classifiers.

2) We propose a novel intergroup spectral classifier and
an original groupwise spectral classifier in a unified
model, which extracts interlocal and discriminative local
spectral correlation features simultaneously.

3) We develop a novel dual-channel attention method for
improving the spectral feature learning capability of the
two parallel classifiers based on non-local and global
inter-channel correlations. This attention method can be
also applied to other feature learning networks.

4) We introduce a decision fusion scheme and a joint loss
to train the unified model in an end-to-end fashion.
Moreover, we introduce a local and global majority
voting method at the testing stage, to make use of spatial
information posteriorly while avoiding the pixel-sharing.

The rest of this paper is organized as follows. Section
II reviews the spectral classification and attention mecha-
nism. Section III introduces the proposed method. Section IV
evaluates the effectiveness of the proposed method on real
hyperspectral data sets and Section V draws the conclusion.

II. RELATED WORK

A. Spectral Feature Extraction and Classification

Recent comprehensive reviews on spectral classification
include [16, 31]. For instance, support vector machines have
been widely adopted since they were suited to separate the

high-dimensional hyperspectral data with limited training sam-
ples [17]. Lately, extreme learning machines were introduced
to increase their nonlinear representation power [32]. Some
other advanced spectral classifiers, including random forests
[18], neural networks [20] and logistic regression [19], have
been proposed to solve various classification problems.

Recent spectral classifiers are often based on deep learning,
using e.g., stacked auto-encoders (SAEs) [21, 33], deep belief
networks (DBNs) [22], CNNs [23–25] and recurrent neural
networks (RNNs) [26, 27]. The CNN models reduce the
number of parameters compared to SAE and DBN due to local
connections and shared weights. While these CNN models
with the local connection mechanism extract local spectral
features, they ignore non-adjacent spectral features [27]. From
sequential perspective, RNNs can learn non-adjacent spectral
features with a band grouping strategy [26] and with a two-
stage RNN [27]. Representatives of these CNNs [23–25] and
RNNs [26, 27] are chosen for comparison in Section IV-B.

Although the above described spectral classifiers demon-
strated huge success, they typically employed a single stream
network [23–27], and when employing 1D-CNN (e.g., in [23–
25]) those extracted local spectral features only, and none
within the attention mechanism. We instead introduce a two-
stream spectral feature fusion method based on 1D-CNN,
which extracts both interlocal and discriminative local spectral
correlation features simultaneously. Moreover, we incorporate
a novel attention mechanism into the two parallel streams to
further boost their spectral feature leaning capability.

B. Attention Mechanism
Inspired by the human visual system to understand an image

by concentrating on informative features, attention mechanism
has been incorporated into deep learning to improve the feature
learning efficiency [34]. Hu et al. [35] proposed a channel
attention to learn the global inter-channel correlations from
the global averaging spatial information and has drawn much
attention. Subsequently, Fu et al. [36] introduced a dual-
attention method, which consists of a spatial position attention
and a channel attention, to learn the global spatial contextual
and inter-channel correlation separately. Very recently, Wang
et al. [37] proposed an efficient channel attention for deep
CNNs to capture local inter-channel correlations.

In hyperspectral image processing, the attention mechanism
was often utilized to boost the spectral-spatial feature extrac-
tion capability. For instance, Mou et al. [38] designed a spec-
tral attention method to learn important spectral bands from
global spatial information in spectral-spatial classification. Sun
et al. [39] proposed a spectral-spatial attention network, which
concentrated on learning features from homogeneous areas.
Very recently, Zhu et al. [40] introduced a two-stage attention
for a residual CNN model. In the first stage, spectral and
spatial attentions in series were designed to emphasize infor-
mative spectral and spatial features respectively. The second
stage was embedded a spectral-spatial attention into a residual
convolutional block to facilitate the training process.

The aforementioned attention approaches were typically
designed for 2D or 3D CNN models to learn the global inter-
channel correlations [35, 36, 38–40] or local inter-channel
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Fig. 2. The overall architecture of the proposed method. The intergroup spectral classifier extracts interlocal spectral correlation features from a matrix that
is reshaped from the input pixel vector. The groupwise spectral classifier extracts discriminative local spectral features from groups of sub-bands.

correlations [37], and none within the 1D-CNN nor non-local
inter-channel correlations yet. In contrast, we here develop a
dual-channel attention for 1D-CNN model that learns simul-
taneously non-local and global inter-channel correlations via
1D convolution, embedding in the whole network.

III. METHODOLOGY

Let X ∈ RH×W×B denote a 3D hyperspectral cube with
the spatial size of H ×W and with B spectral bands. Among
the total number of HW pixels, T pixels are labelled and
denoted as training set T = {xi, ri}Ti=1, where xi ∈ RB×1

denotes a spectral vector of one pixel, and ri is its label from
the set C = {1, · · · , C}, where C is the number of classes. For
the given X , with the training set T , our goal is to predict the
labels r = {ri}HW

i=T+1 of the unlabelled pixels {xi}HW
i=T+1 /∈ T .

A. Overall Architecture

We propose a unified two-stream spectral feature fusion
architecture based on 1D-CNN for hyperspectral image clas-
sification. The two streams (classifiers) that operate in par-
allel as shown in Fig. 2, learn simultaneously interlocal
and discriminative local spectral correlation features. While
the intergroup spectral classifier captures interlocal spectral
correlation features, the groupwise spectral classifier learns the
discriminative local spectral features. At its core lies a novel
concept that we refer to as groupwise band convolution and
that we elaborate later on. The proposed attention method is
incorporated into the two parallel classifiers to improve the
spectral feature learning capability. The outputs of the two
classifiers are integrated with a decision fusion method to
predict the outputs of labels.

B. Intergroup Spectral Classifier

Recent classification methods based on 1D-CNN [23–25]
typically capture local spectral features from adjacent spectral

bands. The intergroup spectral classifier in our architecture
(see the top of Fig. 2) develops a wider 1D-CNN to capture
interlocal spectral correlation features. The main idea is to
reshape the input pixel vector into a non-adjacent spectral
matrix and then to employ cascaded 1D convolutions for the
adjacent and non-adjacent band correlation representations.
Because this classifier builds up the correlations among groups
of sub-bands, we name it intergroup spectral classifier. This
classifier offers two advantages: it captures interlocal spectral
correlation features and at the same time avoids inputting
hundreds of spectral bands directly, mitigating this way also
the associated adverse effects [15]. Fig. 3 illustrates this
architecture and we give a formal description next.

The input is a matrix X ∈ RL×S that we call non-adjacent
spectral matrix, obtained by reshaping a spectral vector of one
pixel x ∈ RB×1. Here L is the number of spectral bands in
each of the S non-adjacent channels. For a desired L, we
set S = dB/Le, where d·e denotes the ceil function. The
insufficient number of bands (i.e., LS−B) is padded with zero
value. In this way, the actual input spectral dimensionality to
our classifier L is reduced by a factor S ≥ 2 via a simple
reshaping operation. In the special case when S = 1, this
reduces to feeding all the spectral bands B as e.g. in [23–27].

Local spectral feature extraction: Current methods typ-
ically use a regular 1D convolution directly to extract lo-
cal spectral features [23–25]. Given the vector of pixel
values in K adjacent spectral bands xp ∈ RK×1 =
[xp, xp+1, · · · , xp+K−1]

T at position p, the local feature value
fp,j in the j-th feature map of the first layer is computed by

fp,j = δ(wj · xp) (1)

where · denotes the dot product (x · y =
∑

i xiyi). wj ∈
R1×K = [wj,0, wj,1, · · · , wj,K−1] is the kernel vector con-
nected to the j-th feature map, and K is the kernel size. δ
is the activation function. The bias terms are omitted in this
paper. Equation (1) shows that the local spectral feature fp,j
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Fig. 3. A detail architecture of the proposed intergroup spectral extractor. The
red solid-circles show the process of interlocal spectral correlation extraction.

is extracted from the K adjacent spectral bands with wj .
Interlocal spectral correlation feature extraction: To

be able to capture interlocal spectral features, we transform
the input x ∈ RB×1 into a non-adjacent spectral matrix
X ∈ RL×S and then feed it into a regular 1D convolution.
Given the spectral matrix in S non-adjacent spectral vectors
Xp ∈ RK×S = [x1

p,x
2
p, · · · ,xS

p ] at position p, where xs
p ∈

RK×1 = [xp+(s−1)L, xp+(s−1)L+1, · · · , xp+(s−1)L+K−1]
T is

the s-th non-adjacent channel. We now define the interlocal
feature value f ′p,j at the corresponding position as follows:

f ′p,j = δ(
∑
s

ws
j · xs

p) (2)

where ws
j ∈ R1×K is the s-th row of the kernel matrix

Wj ∈ RS×K = [w1
j ,w

2
j , · · · ,wS

j ]
T connected to the j-th

feature map. The interlocal feature f ′p,j is extracted from S
non-adjacent spectral vectors in each of the K adjacent bands
with Wj . We employ multiple kernels to extract different
interlocal spectral features. The output of the first layer for
the interlocal classifier is F ∈ RL1×S1 = [f1, f2, · · · , fS1 ],
where fj ∈ RL1×1 = [f1,j , f2,j , · · · , fL1,j ]

T , 1 ≤ j ≤ S1,
is the j-th feature map with L1 spectral bands, and S1 is the
number of kernels.

Similarly, we cascade three convolutional layers to extract
deep interlocal spectral features. We then use a global max
pooling to reduce the spectral size (i.e., let L reduce to 1).
We employ a 1D interleaved group convolution (IGC) [41]
to fuse the extracted features, which requires less fusion
parameters compared to traditional methods with the fully
connected layers [25, 26]. Given the extracted feature vector
q ∈ R1×S1 = [q1,q2, · · · ,qg], where qj ∈ R1×S1/g is
the feature sub-vector of the j-th group, the output of the
IGC is q̂ = PW(2)PTW(1)q. Here P is the permutation
matrix. W(i) = diag(W(i)

1 ,W
(i)
2 , · · · ,W(i)

g ), i = {1, 2} is a
block-diagonal matrix representing the weights of the i group
convolution with kernel size of 1. In our experiments, we
empirically set S1 = 256 and g = 8. The output sizes of
the two group convolutions in the IGC are set to 512 and 320,
respectively. Finally, we use the softmax layer to predict the
probability of each class.

C. Groupwise Spectral Classifier

We devise a novel groupwise spectral classifier (see the
bottom of Fig. 2) based on 1D-CNN to extract discriminative
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Fig. 4. An illustration of the proposed groupwise band convolution. C©
denotes the concatenation operation.

local spectral features. Current classifiers based on 1D-CNN
[23–25] typically exploit a set of 1D convolutional kernels to
extract local spectral features from adjacent spectral bands,
and apply them over all spectral bands with the same kernels
(shared weight mechanism). This approach ignores however
the differences among different spectral bands.

We propose a groupwise spectral classification method to
capture discriminative local spectral features. The main idea is
to exploit multiple sets of 1D convolutional kernels to convolve
in parallel with groups of input sub-bands. This way we aim
to extract more discriminative local spectral features adopted
to the different portions of the spectral responses, and we
concatenate them subsequently. This idea naturally raises the
question: how to choose the number of groups in each layer
appropriately? Would it be reasonable to reduce this hyper-
parameter and to eliminate the redundancy simultaneously?

Groupwise band convolution: We thus introduce an ex-
treme version where the size of convolution kernel is equal to
the number of sub-bands in each group. Consequently, the
number of groups should be equal to the integer division
between the number of input spectral bands and the kernel
size. Considering this convolution operates independently over
each group of sub-bands (without shared weight mechanism),
we name it groupwise band convolution. Fig. 4 illustrates this
architecture. For simplicity, let the kernel size be the same for
all the layers, and denote it by J . We define the number of
groups in the first layer as

g = bB/Jc (3)

where b·c denotes the floor function. Given the input x ∈
RB×1, the corresponding g groups are [x1,x2, · · · ,xg]

T ,
where xi ∈ RJ×1, 1 ≤ i ≤ g − 1, is the i-th group of sub-
bands, and xg ∈ R(B−J(g−1))×1. We define the groupwise
band convolution as follows:

yT
1
...

yT
i
...

yT
g

 =


W1 · · · 0 · · · 0

...
. . .

...
...

0 · · · Wi · · · 0
...

...
. . .

...
0 · · · 0 · · · Wg




x1

...
xi

...
xg

 (4)

where Wi ∈ RN×J denotes the kernel matrix of the i-
th group, and N is the number of kernels. Observe that
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each group performs a regular convolution to extract local
spectral features: yT

i ∈ RN×1 = Wixi. The groupwise band
convolution amounts to extracting g local spectral features:
Y ∈ Rg×N = [y1, · · · ,yg]

T . The regular convolution is a
special case of the groupwise band convolution for W1 =
· · · = Wi = · · · = Wg .

To adapt to input different number of spectral bands, the
groupwise band convolution can be designed in two versions:
with no padding (for reducing the number of bands) as shown
in Fig. 4, and with padding (for maintaining the number of
bands). Given B input spectral bands, for a groupwise band
convolution with no padding, the number of output bands is
reduced to g = bB/Jc. For a regular convolution, this number
is (B − J). The reduction ratio thus is

r =
B − J
bB/Jc

≥ B − J
B/J

= J
B − J
B

≈ J (5)

where the approximate equality is based on the fact that
B � J . This is why current deep spectral classifiers [23–25]
yield a slow band reduction, while our method reduces the
number of spectral bands by a factor J exponentially. This
is an important asset of the proposed groupwise classifier.
We repeat the groupwise band convolution several times to
extract deep local spectral features. Similar to the intergroup
spectral classifier, we employ the same feature fusion method
and softmax layer to predict the probability of each class.

Comparison to depthwise convolution: Depthwise con-
volution [42] is a spatial convolution, which is different from
groupwise band convolution in both the motivation and design.
Depthwise convolution aims to extract spatial features with
less parameters, while groupwise band convolution extracts
discriminative spectral features with more parameters. In terms
of design, depthwise convolution is typically used in 2D or
3D convolution [43] and operates on the channel dimension.
Differently, groupwise band convolution stems from the 1D
convolution and operates over the spectral dimension.

D. Dual-Channel Attention

We shall further boost the spectral feature learning capa-
bility of the two aforementioned classifiers by embedding an
attention mechanism into both of them. We develop a novel
dual-channel attention method based on 1D convolution. It
consists of two attention modules, which learn non-local and
global inter-channel correlations in parallel. Fig. 5 shows this
architecture. Next, we elaborate its details.

Non-local channel attention: The non-local channel at-
tention (see the top of Fig. 5) aims to build the non-local
inter-channel correlations. To achieve this, we adopt the re-
shaping operation to construct non-local channel statistics. Let
F ∈ RL1×S1 be the input, we first use a global average pooling
(GAP) to generate channel-wise statistics z ∈ R1×S1 , as done
in [35, 37]. We then reshape z into the non-local statistics
Znl ∈ R

S1
M ×M . Note that the number of channels S1 is usually

set to power of 2, we thus set M to power of 2 for convenience.
To limit model complexity, we introduce a 1D convolution
with M kernels to self-learn the non-local inter-channel cor-

GAP

ReshapeReshape
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Global channel attention
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Sigmoid
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1S
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M


Fig. 5. Diagram of the proposed dual-channel attention. GAP is the global
average pooling.

⊗
denotes the element-wise product. M© illustrates the

element-wise maximum.

relation matrix Enl ∈ R
S1
M ×M = [enl1 , e

nl
2 , · · · , enlM ] from Znl.

We define the j-th correlation vector enlj ∈ R
S1
M ×1 as follows:

enlj = σ(Wnl
j ∗ Znl) (6)

where σ is the sigmoid function. Wnl
j ∈ RM×k denotes

the weight matrix and k is the kernel size. To avoid manual
tuning of k, we introduce a method to select it adaptively:
k = |S1

M |odd, where |t|odd denotes the nearest odd number
of t. Finally, we reshape Enl into a vector as the non-local
correlations: enl ∈ R1×S1 . We define the output of the non-
local channel attention Fnl ∈ RL1×S1 as follows:

Fnl = enl � F (7)

where � denotes channel-wise product.

Global channel attention: The global channel attention
(see the bottom of Fig. 5) is to learn the global inter-channel
correlations. We achieve this by using the 1D convolution
in line with the non-local channel attention. Given the input
F ∈ RL1×S1 , GAP is also used to produce the statistics
zg ∈ R1×S1 . Considering the statistics are all in channel
dimension, the 1D convolution learns thereby global (full
connection) inter-channel correlation eg ∈ R1×S1 :

eg = σ(Wg
2 ∗ δ(W

g
1 ∗ zg)) (8)

where Wg
1 ∈ RS1×S1 and Wg

2 ∈ RS1×S1 are the weights of
the two convolutional layers, respectively. The output of the
global channel attention Fg ∈ RL1×S1 is defined as

Fg = eg � F (9)

Dual-attention aggregation and embedding: To make use
of the inter-channel correlations, we aggregate the features
from the two attentions. To reduce the memory requirements,
we choose the element-wise maximum to identify informative
features of the two attentions automatically. Note that our dual-
attention is incorporated into all the feature learning layers of
the network except for the softmax layers (see the red arrows
of Fig. 2), and it can be applied to other networks too.
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E. Classification and Post-Processing

Decision fusion classification: Having constructed the two
classifiers, we introduce a decision fusion method to integrate
them efficiently. Specifically, we employ an element-wise
maximum to select informative probabilities from the two
classifiers, and then utilize a softmax layer as the decision
fusion classifier to make the final prediction. In addition,
we use two auxiliary loss functions on the two classifiers to
facilitate the training. We define the joint loss as follows:

L = Lf + Lig + Lgw

= − 1

T

T∑
i=1

log prif −
1

T

T∑
i=1

log priig −
1

T

T∑
i=1

log prigw
(10)

where Lf , Lig and Lgw are the losses for the decision fusion,
intergroup and groupwise classifiers, respectively. prif , priig and
prigw are the ri-th output probabilities of the corresponding
classifiers for the i-th training sample xi. ri is the label of
xi. Having trained the proposed network with (10) using the
mini-batch Adadelta [44], the spectral classification results of
the unlabelled pixels are predicted by the trained network.

Local and Global Majority Voting: To further improve the
predicted spectral classification results, the local spatial infor-
mation is often used at the testing stage posteriorly [25, 30].
Due to complex and various spatial context in hyperspectral
data, how to choose a robust window size to different data is a
major challenge. We design a local and global majority voting
method, which integrates local and global spatial information
from a small and a large window sizes to adapt to different
data. To avoid the pixel-sharing problem between training and
testing sets, we exclude all the training pixels and their labels
before voting. We then replace each excluded training pixel
with the average of its four adjacent unlabelled pixels. This
guarantees the integrity of hyperspectral image and makes use
of the local spatial information. Because the large window
contains more pixels than the small one, we make them
have the same importance by weighting. Considering that the
predicted probability of each pixel represents its reliability, we
thus use it as the weight to make a reliable voting.

Let xL(G)
j denotes the j-th neighbour of the testing pixel x

in the local (L) or global (G) window, and r̂L(G)
j the predicted

label of xL(G)
j . We define the weight for candidate label u as

wu = λL

s2∑
j=1

pf (r̂
L
j = u) + λG

l2∑
j=1

pf (r̂
G
j = u) (11)

where pf (r̂
L(G)
j = u) is the predicted probability of the deci-

sion fusion classifier for r̂L(G)
j = u. l2 and s2 are the number

of pixels in the global and local windows, respectively. λL
and λG are the weighting coefficients. To assign the same
importance to the local and global windows, we set λL = l2

and λG = s2. With the majority voting mechanism, the testing
pixel x is finally predicted by

rf = argmax
u
{wu} (12)

where u ∈ {1, · · · , C}, and C is the number of classes.

TABLE I
THE NETWORK ARCHITECTURE OF THE PROPOSED METHOD FOR ALL THE

DATA SETS. B IS THE NUMBER OF SPECTRAL BANDS.

Classifier Input shape Layer Kernel size Channel
Intergroup B/4× 4 3 9 256
Groupwise B × 1 3 3 128

IV. EXPERIMENTAL RESULTS AND ANALYSIS

We perform experiments on three well-known hyperspectral
data sets1: Indian Pines, the University of Pavia (denoted as
PaviaU) and Salinas. Three objective metrics, overall accuracy
(OA), average accuracy (AA), and Kappa coefficient (κ) are
used for evaluation. For each experiment, we report the mean
and standard deviation of the classification results over ten
runs with randomly selected training samples.

A. Data Description and Hyperparameter Setting

The Indian Pines image, captured by the AVIRIS sensor
over the agricultural Indian Pines site in northwestern Indiana
in 1992, contains 145×145 pixels with a spatial resolution 20
m. After removing the water absorption bands, B = 220 out
of 224 bands are retained for analysis, with the spectral range
from 0.4 to 2.5 µm. It contains 16 classes, out of which we
select C = 8 large classes as did in [25, 45]. The PaviaU
image, acquired by the ROSIS-03 sensor over an urban area
surrounding the University of Pavia, Pavia, Italy, consists of
610×340 pixels with C = 9 classes and B = 103 spectral
bands covering the spectral range from 0.43 to 0.86 µm with
a spatial resolution of 1.3 m. The Salinas image, collected by
the AVIRIS sensor over the area of Salinas Valley, CA, USA,
has 512×217 pixels with C = 16 classes and with B = 224
spectral bands covering the spectral range from 0.4 to 2.5 µm
with spatial resolution of 3.7 m.

We randomly select 50 labelled pixels per class for training.
The remaining labelled pixels are used as the test set to
evaluate the classification performance. Note that the training
set is excluded with the proposed voting method at the testing
stage, avoiding the pixel-sharing problem. We randomly select
10% of the training set as the validation set to determine the
hyperparameters. The network architecture of the proposed
method is the same for all the test images and is shown in
Table I. The number of training epochs and batch size are
empirically set to 100 and 64, respectively. The initial learning
rate is empirically set to 10 for the Indian Pines image and 1
for the other two images, and it reduces with a clever strategy2.
Due to limited training data, we duplicate them three times.
The duplicated data is then shuffled before each epoch by
setting shuffle=True for the fit method3. This strategy makes
the learning rate reduce slowly during the training process,
which facilitates the training of the proposed network. An
ablation study regarding the key hyperparameters is given in
Section IV-C.

1http://www.ehu.eus/ccwintco/index.php?%20title=Hyperspectral Remote
Sensing Scenes

2https://keras.io/api/callbacks/reduce lr on plateau/
3https://keras.io/api/models/model training apis/#fit-method
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TABLE II
COMPARISON OF THE CLASSIFICATION ACCURACIES AMONG THE PROPOSED METHOD AND THE BASELINES USING THE INDIAN PINES IMAGE.

Classes Train/Test CNNL DCNN RNN CRNN TCNN MRFCNN PPFCNN ANNC TCNNS
Corn-notill 50/1378 64.52±11.91 48.90±5.90 60.28±3.46 61.09±3.93 78.21±2.34 69.75±5.61 80.70±3.40 74.42±3.89 83.66±4.80

Corn-mintill 50/780 74.28±5.34 45.59±3.85 48.20±5.41 61.10±4.13 84.44±1.94 79.22±4.72 79.54±6.60 89.30±5.42 95.14±1.34
Grass-pasture 50/433 93.09±1.98 86.30±3.61 74.92±6.44 85.59±3.68 95.36±0.92 95.20±1.55 92.44±3.02 94.93±0.67 95.50±0.90

Hay-windrowed 50/428 99.79±0.30 97.94±1.18 93.84±2.72 98.83±0.78 99.77±0.33 99.84±0.11 99.98±0.07 100±0 99.95±0.14
Soybean-notill 50/922 69.11±9.30 58.26±4.03 58.20±3.60 74.21±4.13 84.93±2.90 80.38±3.06 75.77±5.17 85.68±6.01 92.73±2.62

Soybean-mintill 50/2405 54.73±10.27 43.50±4.20 73.84±1.24 57.32±3.46 72.54±5.16 65.42±3.36 90.06±2.56 83.19±3.70 90.07±3.11
Soybean-clean 50/543 72.54±11.97 58.14±5.73 45.16±4.21 65.30±3.98 87.11±4.05 74.00±4.46 81.54±6.65 92.94±6.47 96.76±2.30

Woods 50/1215 95.48±2.18 89.65±4.55 97.46±1.31 91.23±3.41 98.07±0.87 96.11±1.61 99.52±0.20 99.85±0.20 99.93±0.13
AA(%) - 77.94±2.56 66.04±2.49 68.99±1.18 74.34±1.84 87.55±0.60 82.49±1.30 87.44±1.40 90.04±1.78 94.22±0.90
OA(%) - 71.65±3.80 59.36±3.21 67.61±1.25 69.57±1.80 83.52±1.15 77.77±1.72 86.62±1.36 87.25±1.75 92.51±1.04
κ× 100 - 66.59±4.13 52.15±3.52 61.80±1.35 64.05±2.07 80.37±1.30 73.67±1.97 84.00±1.61 84.70±2.14 91.02±1.23

TABLE III
COMPARISON OF THE CLASSIFICATION ACCURACIES AMONG THE PROPOSED METHOD AND THE BASELINES USING THE PAVIAU IMAGE

Classes Train/Test CNNL DCNN RNN CRNN TCNN MRFCNN PPFCNN ANNC TCNNS
Asphalt 50/6581 78.32±4.18 74.73±1.79 93.42±3.62 73.39±2.79 84.59±2.95 89.60±0.72 97.41±1.58 92.36±3.81 96.08±1.55

Meadows 50/18599 76.71±4.78 81.08±2.44 93.75±1.07 64.28±10.54 90.12±1.75 89.83±1.50 97.00±1.30 95.38±3.52 97.94±1.85
Gravel 50/2049 81.62±4.20 76.03±4.33 58.70±9.25 69.62±15.33 84.31±2.66 86.99±0.54 83.53±4.22 91.70±4.51 95.24±3.04
Trees 50/3014 91.55±4.70 91.38±3.96 73.69±9.14 92.48±1.65 93.12±1.30 95.63±0.94 80.34±7.58 94.49±0.99 89.83±2.50

Metal sheets 50/1295 99.50±0.24 99.85±0.12 94.72±2.31 99.54±0.19 99.80±0.14 99.61±0.63 99.76±0.44 100±0 99.99±0.02
Bare soil 50/4979 77.50±5.47 86.74±4.88 59.41±8.14 68.82±7.53 89.41±3.39 82.95±1.71 73.65±4.48 99.97±0.08 99.95±0.14
Bitumen 50/1280 90.40±6.03 88.73±3.07 53.67±7.63 90.34±2.68 93.34±1.15 91.70±0.77 86.25±7.61 97.50±2.12 99.19±0.45
Bricks 50/3632 81.68±4.20 74.49±1.88 77.10±5.71 78.06±7.83 80.41±3.58 80.31±2.53 86.51±6.21 89.45±6.44 96.87±2.22

Shadows 50/897 99.88±0.09 99.87±0.16 97.05±1.86 99.81±0.10 99.90±0.11 98.72±0.87 96.98±2.93 96.63±0.73 93.51±1.70
AA(%) - 86.35±1.23 85.88±1.00 77.95±1.16 81.82±1.85 90.55±0.32 90.59±0.39 89.05±1.67 95.28±0.71 96.51±0.63
OA(%) - 80.38±2.07 81.89±1.18 79.84±2.14 72.30±4.36 88.87±0.66 88.99±0.62 90.12±1.56 94.93±1.70 97.09±1.01
κ× 100 - 74.86±2.43 76.69±1.41 74.16±2.58 65.30±4.60 85.43±0.82 85.56±0.77 87.14±1.99 93.33±2.19 96.15±1.33

TABLE IV
COMPARISON OF THE CLASSIFICATION ACCURACIES AMONG THE PROPOSED METHOD AND THE BASELINES USING THE SALINAS IMAGE

Classes Train/Test CNNL DCNN RNN CRNN TCNN MRFCNN PPFCNN ANNC TCNNS
Brocoli Weeds 1 50/1959 98.36±0.70 99.03±0.48 98.36±3.71 95.59±3.03 99.59±0.28 99.26±1.33 99.88±0.29 100±0 100±0
Brocoli Weeds 2 50/3676 98.88±0.47 99.02±0.76 99.11±0.38 97.20±4.43 99.74±0.13 97.65±1.12 99.44±0.31 100±0 100±0

Fallow 50/1926 94.70±6.05 97.04±1.69 93.11±2.18 93.83±6.69 99.76±0.18 98.90±1.38 95.49±3.42 100±0 100±0
Fallow plow 50/1344 99.53±0.37 99.46±0.23 95.98±2.48 99.27±0.56 99.61±0.15 99.50±0.44 96.61±1.27 99.82±0.17 99.91±0.08

Fallow smooth 50/2628 94.79±2.83 94.98±1.07 97.82±1.13 97.68±0.49 98.82±0.44 96.48±6.80 99.03±1.10 98.92±0.63 99.68±0.28
Stubble 50/3909 98.96±0.86 98.94±0.54 99.86±0.13 99.49±0.22 99.71±0.15 99.49±0.62 99.86±0.07 100±0 100±0
Celery 50/3529 99.35±0.21 99.47±0.12 97.65±1.36 99.23±0.40 99.61±0.09 98.98±0.81 99.32±1.41 100±0 100±0

Grapes untrained 50/11221 67.9±16.59 64.02±8.96 74.94±3.24 59.80±11.91 73.57±4.59 74.69±4.95 84.82±2.06 87.35±3.76 88.68±2.70
Soil vinyard 50/6153 96.42±1.63 98.59±0.70 99.21±0.29 97.14±3.85 99.42±0.43 97.48±2.41 99.15±0.35 99.99±0.02 99.99±0.02
Corn weeds 50/3228 87.96±3.68 90.93±1.54 85.43±3.93 84.96±4.89 94.80±1.26 92.17±2.46 87.71±3.45 97.68±1.31 98.38±0.72
Lettuce 4wk 50/1018 95.97±5.38 95.76±1.90 86.77±5.58 95.19±2.30 99.47±0.41 98.36±1.20 88.55±7.96 100±0 100±0
Lettuce 5wk 50/1877 99.37±0.80 99.89±0.12 95.72±1.78 97.82±2.22 99.98±0.04 99.90±0.25 98.60±1.02 100±0 100±0
Lettuce 6wk 50/866 97.08±2.23 97.85±0.78 95.61±1.71 96.54±1.39 98.59±0.91 99.58±0.77 98.36±1.67 99.65±0.40 99.18±0.71
Lettuce 7wk 50/1020 94.99±2.81 94.53±1.50 89.14±9.10 92.68±1.34 96.99±2.07 96.68±1.47 90.98±7.67 99.95±0.12 99.63±0.58

Vinyard untrained 50/7218 63.73±13.50 70.47±5.29 54.84±3.77 67.46±8.59 73.87±3.73 75.82±4.97 71.99±6.15 84.56±7.26 90.23±6.83
Vinyard trellis 50/1757 98.04±1.36 98.35±0.48 93.08±6.13 96.15±1.47 98.93±0.31 97.31±1.52 98.55±0.95 99.74±0.25 100±0

AA(%) - 92.88±1.04 93.65±0.57 91.04±0.94 91.88±0.98 95.78±0.38 95.14±0.65 94.27±1.19 97.98±0.51 98.48±0.48
OA(%) - 86.17±2.17 86.86±1.63 85.22±1.08 84.61±1.71 90.24±0.87 89.92±0.87 90.97±1.42 95.04±1.20 96.16±1.06
κ× 100 - 84.63±2.36 85.41±1.78 83.60±1.16 82.93±1.85 89.14±0.96 88.80±0.96 89.96±1.57 94.47±1.34 95.72±1.18

B. Comparisons with the State-of-the-art

We compare the classification performance of the proposed
two-stream CNN model involving the proposed spatial post-
processing (dubbed by TCNNS) with the following state-of-
the-art deep learning-based methods. The reference methods
are divided into three groups:

1) CNN-based spectral classifiers: 1D-CNN with a large
reception field (CNNL) [23] and 1D-CNN with a deep
network (DCNN) [24].

2) RNN-based spectral classifiers: recurrent neural network
with a band grouping strategy (RNN) [26] and cascaded

RNN (CRNN) [27];
3) Deep classifiers with spatial post-processing: pixel-pair

CNN model with a majority voting (PPFCNN) [25], 2D-
CNN combined with Markov random field prior posteri-
orly (MRFCNN) [46], and artificial neural network with
an adaptive majority voting strategy (ANNC) [30].

The parameters of the reference methods are set to the default
values indicated in their original works. We also compare
the proposed method to its reduced version: TCNNS without
involving the spatial post-processing (TCNN), to verify the
effectiveness of its spectral feature extraction capability.
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Fig. 6. Classification maps for the Indian Pines image. (a) Ground truth, (b) CNNL, (c) DCNN, (d) RNN, (e) CRNN, (f) TCNN, (g) MRFCNN, (h) PPFCNN,
(i) ANNC, and (j) TCNNS.

(a) (b) OA=80.85 (c) OA=82.56 (d) OA=80.20 (e) OA=73.93 (f) OA=88.89

(g) OA=89.42 (h) OA=90.36 (i) OA=95.39 (j) OA=97.17

Unlabelled

Asphalt

Meadows

Gravel

Trees

Metal sheets

Bare Soil

Bitumen

Bricks

Shadows

Fig. 7. Classification maps for the PaviaU image. (a) Ground truth, (b) CNNL, (c) DCNN, (d) RNN, (e) CRNN, (f) TCNN, (g) MRFCNN, (h) PPFCNN, (i)
ANNC, and (j) TCNNS.

Tables II-IV report the class-specific accuracy, AA, OA,
and κ of the tested methods on the three data sets. As can
be observed, the proposed TCNNS consistently yields the
best AA, OA, and κ with a significant improvement over
the reference methods for all the data sets. For example, on
Indian Pines (Table II), the improvement in OA compared
to CNNL, DCNN, RNN, CRNN, MRFCNN, PPFCNN, and
ANNC methods is about 20.8%, 33.1%, 24.9%, 22.9%, 14.7%,

5.9%, and 5.3%, respectively. The gains in OA compared to
the best baseline are approximately 5.3%, 2.2%, and 1.1% for
the Indian Pines, PaviaU, and Salinas images, respectively.

For the comparison of spectral classifiers, it is also evident
that the proposed TCNN improves significantly the classifica-
tion performance compared to both CNN-based spectral classi-
fiers (CNNL and DCNN) and RNN-based spectral classifiers
(RNN and CRNN) on the three data sets. The gains in OA
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(a) (b) OA=86.54 (c) OA=86.93 (d) OA=85.43 (e) OA=84.81 (f) OA=90.48

(g) OA=90.09 (h) OA=91.22 (i) OA=95.17 (j) OA=96.29
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Fig. 8. Classification maps for the Salinas image. (a) Ground truth, (b) CNNL, (c) DCNN, (d) RNN, (e) CRNN, (f) TCNN, (g) MRFCNN, (h) PPFCNN, (i)
ANNC, and (j) TCNNS.

compared to the best spectral classifiers are approximately
11.8%, 7%, and 3.4% for the Indian Pines, PaviaU, and
Salinas images, respectively. This indicates that the proposed
TCNN has powerful spectral feature extraction capability.
For the comparison of spectral classifiers with spatial post-
processing, the proposed TCNNS consistently yields again
better classification performance than PPF-CNN, MFRCNN,
and ANNC for all the three data sets. In addition, the proposed
TCNNS improves significantly the classification performance
compared to TCNN, with gains in OA of 9%, 8.2%, and 5.9%
for the three data sets, which verifies the effectiveness of the
proposed majority voting method.

It is also of interest to compare the proposed TCNNS with
representative spectral-spatial feature extraction methods: CAE
[47], PCNN [48], and a recent graph convolutional method
(NLGCN) [49] under the same settings as in Tables II-IV. As
indicated [47, 48], the input spatial size of CAE and PCNN is
set to 16×16, which inevitably suffers from the pixel-sharing
problem [13]. The results in Table V show that our TCNNS

TABLE V
COMPARISON BETWEEN THE PROPOSED METHOD AND SEVERAL

SPECTRAL-SPATIAL FEATURE EXTRACTION METHODS.

Image CAE PCNN NLGCN TCNNS
Indian Pines 86.46±9.50 92.45±1.21 86.93±0.75 92.51±1.04

PaviaU 95.82±4.18 96.73±1.78 93.69±0.78 97.09±1.01
Salinas 93.74±3.12 93.52±1.17 92.96±0.47 96.16±1.06

without pixel-sharing still yields better overall accuracy than
these reference methods for all the data sets.

Figs. 6-8 show the classification maps obtained by different
methods on the three data sets. Obviously, the reference
spectral classifiers (CNNL, DCNN, RNN, and CRNN) exhibit
noisier estimations, mainly because of various noise, spectral
variability, and mixture pixels. The proposed TCNN mitigates
this phenomenon, benefiting from its discriminative spectral
feature extraction. The methods with post-processing (MR-
FCNN, PPFCNN, ANNC, and TCNNS) also alleviate this
phenomenon due to the use of spatial information posteriorly.
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TABLE VI
OA OBTAINED BY DIFFERENT METHODS ON HOUSTON 2013 AND HOUSTON 2018.

Image DCNN CRNN TCNN PPFCNN CAE
(4× 4)

PCNN
(4× 4)

CAE
(16× 16)

PCNN
(16× 16) TCNNS

Houston 2013 77.69±0.68 75.59±0.35 81.33±0.21 81.26±0.48 79.18±2.29 84.71±0.51 79.17±0.92 85.20±0.53 81.66±0.33
Houston 2018 52.34±1.84 48.71±2.68 58.84±1.88 55.80±3.72 63.79±2.14 63.94±2.02 65.64±1.45 73.08±1.46 64.91±2.09

Among them, our TCNNS presents more similar results to the
reference maps than all the reference methods. Nevertheless,
our classification maps tend to be oversmoothed for small
objects and are blurred in some borders. This is because our
TCNNS cannot extract spatial features since it simply exploits
the spatial information posteriorly to avoid pixel-sharing.

We further test the proposed method on two challenging
hyperspectral images: Houston 20134 and Houston 20185.
Note that the training and testing sets of the two images are
isolated from each other with region-shape as shown in [48].
The initial learning rate of the proposed method is set to 0.5 for
these two images. The other hyperparameters of the proposed
method for these two images are the same as for the other
three images (Indian Pines, PaviaU, and Salinas). Four kinds
of reference methods are used: (i) CNN-based spectral clas-
sifier: DCNN[24], (ii) RNN-based spectral classifier: CRNN
[27], (iii) CNN-based classifier with spatial post-processing:
PPFCNN [25], and (iv) spectral-spatial classifiers: CAE [47]
and PCNN [48], which report two input spatial sizes, i.e., 4×4
and 16 × 16. As shown in Table VI, the proposed TCNN
yields better OA than the reference spectral classifiers (DCNN
and CRNN) on the two images. For the comparison of the
use of spatial information, our TCNNS performs better than
PPFCNN and performs comparable to CAE on the two images.
PCNN yields the best OA when using a larger input spatial
size (i.e., 16 × 16), especially on Houston 2018. The main
reason is that a larger input spatial size provides richer spatial
information and shares more pixels between the training and
testing sets [13], improving the classification performance. It
can be concluded that the proposed method without pixel-
sharing yields favorable classification accuracy compared to
the reference methods on the two challenging images.

C. Hyperparameter Analysis

1) Analysis of the number of training samples: We analyze
the effect of the proposed method on the overall accuracy with
respect to the number of training samples. The results in Fig.
9 show that the overall accuracy first drastically increases and
then continues to rise gradually when the number of training
samples increases. Particularly, our method yields about 80%
overall accuracy with only 15 training samples per class in
three data sets, which verifies the effectiveness of the proposed
method under limited training data.

2) Analysis of the intergroup and groupwise classifiers: To
validate the proposed two-stream architecture, we compare it
with the networks that only contain the intergroup and group-
wise classifiers. The results in Fig. 10 show that the proposed

4Available online: https://hyperspectral.ee.uh.edu/?page id=459
5Available online: https://hyperspectral.ee.uh.edu/?page id=1075
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Fig. 9. The overall accuracy of the proposed method with different numbers
of training samples per class in three data sets.
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Fig. 10. The effect of the proposed decision fusion on the overall classification
in three data sets. CCNN corresponds to the conventional 1D-CNN.

architecture (labelled by TCNN) consistently yields better
accuracy than any of its two classifiers alone. The proposed
two classifiers consistently perform better than the reference
spectral classifiers (CNNL, DCNN, RNN and CRNN) on three
data sets (see Tables II-IV), which verifies their effectiveness.
It is also of interest to compare the proposed TCNN with
its reduced versions: one stream of TCNN is replaced with
its conventional 1D-CNN (labelled by CCNN). Also, our
TCNN performs better than the two reduced versions, which
demonstrates the usefulness of the proposed interlocal and
discriminative local spectral feature extractors.

Furthermore, we analyze the number of non-adjacent chan-
nels S in the intergroup classifier. The results in Fig. 11 show
that the overall accuracy generally increases and then declines
as S increases. The main reason is that a smaller S underfits
the interlocal spectral features and an excessive S tends to
overfit them and requires more learning parameters. We choose
S = 4 which yields nearly optimal performance on the tested
data sets. In this case, the results show clearly the benefit
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Fig. 11. The overall accuracy in function of the number of non-adjacent
channels S in the proposed intergroup spectral classifier.
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Fig. 12. The overall accuracy in function of the number of groups g in the
proposed groupwise spectral classifier.

of interlocal spectral feature extraction than the local spectral
extraction (i.e., S = 1) in the Indian Pine and PaviaU images.

We also test the number of groups g in the groupwise
classifier. Observe that the case g = 1 corresponds to the
traditional local spectral feature extraction. The results in Fig.
12 show that the overall accuracy generally increases with
increasing g in the PaviaU and Salinas images. For the Indian
Pines image, the overall accuracy fluctuates with g values,
but these fluctuations are within 1.5%. Clearly, our groupwise
band convolution yields optimal performance on all the data
sets due to its discriminative local spectral feature extraction.

3) Analysis of the dual-channel attention: We compare the
proposed dual-channel attention with two state-of-the-art atten-
tion methods: the global channel attention (Global) [35] and
the local channel attention (Local) [37], and with our reduced
version: the non-local channel attention (Non-local) as well as
the version without any attention (None). The results in Fig.
13 show that all the attention methods consistently perform
better than the version without any attention in terms of overall
accuracy for three data sets, which verify the effectiveness of
attention mechanisms in spectral classification. Observe that
our dual-channel attention provides the best overall accuracy
for three data sets because it learns both the non-local and
global inter-channel correlations.

4) Analysis of the majority voting: We first analyze the
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Fig. 13. The influence of the different channel attention methods on the
overall accuracy in three data sets.

3 5 7 9 11 21 23 25 27 29
76

78

80

82

84

86

88

90

92

94

96

98

 P

O
ve

ra
ll

 a
cc

u
ra

cy
 (

%
)

 

 

Indian-ANNC

Indian-PPFCNN

Indian-Our

PaviaU-ANNC

PaviaU-PPFCNN

PaviaU-Our

Salinas-ANNC

Salinas-PPFCNN

Salinas-Our
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the overall accuracy in three data sets. Best zoomed-in view.

effect of the pixel-sharing with different window sizes in
the majority voting on the overall accuracy. We compare our
reduced majority voting that used one window size with two
related methods: the majority voting that used the training
set as did in PPFCNN [25] and the majority voting that
excluded the training set as did in ANNC [30]. The results
in Fig. 14 show that PPFCNN performs slightly better than
ANNC, which verifies that the pixel-sharing indeed improves
the classification accuracy in the tests. Also, our method
performs slightly better than ANNC, since we exploit the
predicted probabilities of unlabelled pixels to make a reliable
voting. It is also evident that each data set has its own optimal
window size.

To adapt to different data sets, the proposed method inte-
grates both small and large window sizes. The results in Fig.
15 show the contributions of the weighting coefficients (i.e.,
λL and λG in (11)) in terms of overall accuracy. Note that
λL and λG correspond to the large and small window sizes,
respectively. Clearly, the performance is more sensitive to λG
than λL. For the Indian Pines and PaviaU images, the OA
first improves with increasing λG and then declines because
they have more detailed regions. For the Salinas image, the
OA continues to rise as λG increases since it has many large
smooth regions. We choose λL = 25 ∗ 25 and λG = 7 ∗ 7
as a trade-off between the classification performance and the
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Fig. 15. The overall accuracy of the proposed method with the contributions of weighting coefficients λL and λG (a) Indian Pines, (b) PaviaU, (c) Salinas.

TABLE VII
THE EFFECT OF THE PIXEL-SHARING WITH DIFFERENT NUMBERS OF

TRAINING SAMPLES PER CLASS ON OA FOR THE INDIAN PINES IMAGE

Training data 20 40 60 80 100
With pixel-sharing 83.53 90.65 93.21 94.94 95.42

Without pixel-sharing 83.15 90.24 92.78 94.45 94.82
Difference 0.38 0.41 0.43 0.49 0.60

TABLE VIII
COMPARISON OF THE NUMBER OF PARAMETERS ON DIFFERENT METHODS

FOR THE PAVIAU IMAGE

Method DCNN CRNN MRFCNN CAE TCNNS
#Params (×M) 0.05 0.35 0.88 0.37 6.90

TABLE IX
COMPARISON OF THE PROCESSING TIME ON DIFFERENT POST-PROCESSING

METHODS FOR THE PAVIAU IMAGE

Method MRFCNN PPFCNN ANNC TCNNS
Training (s) 107.8 786.5 743.3 318.3
Testing (s) 41.2 26.9 165.6 20.2

running time for three data sets.
It is of interest to analyze the effect of the pixel-sharing

with different numbers of training samples per class on the
performance of the proposed method. Table VII reports the
results for a particular test image (Indian Pines). Similar trends
hold for other test images. It can be seen that the pixel-
sharing indeed improves the classification accuracy, and the
gains increases with more training data, benefiting from more
shared pixels between the training and test sets.

5) Analysis of the computational efficiency: A comparative
analysis of the number of parameters for different representa-
tive methods is summary in Table VIII. Four kinds of reference
methods are used: (i) CNN-based spectral classifier: [24], (ii)
RNN-based spectral classifier: CRNN [27], (iii) CNN-based
classifier with spatial post-processing: MRFCNN [46], and
(iv) spectral-spatial classifier: CAE [47]. The reported values
correspond to one testing image (PaviaU) and are similar
for the other two images. Obviously, the proposed method
involves much more parameters than all the reference methods
due to a wider two-stream network with attention mechanism.

The results in Table IX provide comparative analysis of the

processing time of the proposed TCNNS and three related
post-processing methods: PPFCNN [25], MRFCNN [46] and
ANNC [30]. Compared to the reference methods, the proposed
TCNNS is moderately fast in training and yields considerably
faster testing. It can be concluded that the proposed TCNNS
is competitive in the classification performance and is also
computationally efficient compared to the reference methods.

V. CONCLUSION

In this paper, we proposed a unified two-stream spectral
feature fusion approach based on 1D-CNN for hyperspectral
image classification. In this approach, we devised a novel
intergroup spectral classifier and an original groupwise spectral
classifier, which simultaneously captures the interlocal and
discriminative local spectral features. Moreover, we developed
a novel dual-channel attention method to boost the spectral
feature learning capability based on non-local and global inter-
channel correlations. This approach improves significantly the
spectral classification performance under limited training data.
In addition, we introduced a decision fusion method and a
joint loss to facilitate the training process. At the testing stage,
we utilized the local and global spatial context to smooth the
spectral classification results, without involving any training
pixels. Experimental results on real data sets demonstrated the
state-of-the-art classification performance.
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