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ABSTRACT   

Specular reflections are undesirable phenomena that can impair overall perception and subsequent image analysis. In 

this paper, we propose a modern solution to this problem, based on the latest achievements in this field. The proposed 

method includes three main steps: image enhancement, detection of specular reflections, and reconstruction of damaged 

areas. To enhance and equalize the brightness characteristics of the image, we use the alpha-rooting method with 

adaptive choice of the optimal parameter-alpha. To detect specular reflections, we apply morphological filtering in the 

HSV color space. At the final stage there is a reconstruction of damaged areas using adversarial neural networks. This 

combination makes it possible to quickly and effectively detect and remove specular reflections, which is confirmed by a 

series of experiments given by the experimental section of this work.  

Keywords: Specular reflections, image enhancement, alpha-rooting, HSV color space, morphological filtering, 

adversarial neural network, image inpainting 

 

1. INTRODUCTION  

Specular reflections are an integral part of most images, and often serve as an auxiliary tool for its analysis [1]. The 

types of specular reflections can be divided into two main types: useful and undesirable. The useful types include 

reflections that help in the analysis of the image. For example, analyzing the shape of objects in a three-dimensional 

reflection space can help determine the curvature or roughness of a surface. Various types of reflections are also useful 

when generating or creating images similar to real [2] images. Another type of reflection should include reflections that 

violate the overall integrity of the picture. This occurs when the brightness of an area in the image exceeds the acceptable 

level, which causes the true structure of the image to disappear.  Such distortions can lead to an increase in the number of 

false segments in the segmentation problem [3]. The problem of excessive light reflection is also found in the field of 

endoscopic medical imaging [4].  The formation of unwanted glare in endoscopic analysis is associated with a moistened 

surface of the internal organs, the properties of which are similar to the mirror surface, which in turn leads to such 

reflections. Effective detection and removal of unwanted reflections in a short period of time is a difficult task. This is 

due to the fact that the reflections can have a complex shape, uneven brightness, arbitrary area and coincide/merge with 

the structure of the original image.  

In this paper, we propose a fast and efficient method for detecting and removing specular reflections. The proposed 

method is a three-stage procedure: (a) image enhancement using an adaptive alpha-rooting algorithm, (b) an efficient 

reflection detection algorithm in the HSV color space and (c). We use the image enhancement procedure for improving 

the visual appearance of the image and provide “better” transform for future automated detection and segmentation. The 

basic idea is to apply the modified α-rooting image enhancement approach for different image blocks and a parameter 

optimization via the measure of enhancement (EME). For automatic specular reflection detection stage, we use space 

transformation, binarization processing, and morphology filtration. At the final stage, a reconstruction procedure based 

on the use of an adversarial neural network is applied to all detected areas with undesirable specular reflections. 



 

 
 

 

2. RELATED WORK 

Specular reflection detection algorithm can be classified regarding two properties: thresholding and feature-based 

methods (fig. 1) [5]. The specular detection is the subject in different applications has investigated by many researchers. 

In some cases, the thresholding algorithms show the effectiveness of detecting specular regions [6,7]. Authors in [8] used 

the thresholding for the saturation and intensity components that reduce the highlights in laparoscopic surgery. 

Zimmerman-Moreno et al. proposed to use probabilistic segmentation on hue and saturation components for detection 

specular regions [9]. The color balance adaptive thresholds and nonlinear filtering allow detecting high intense specular  

 

Figure 1. Key specular reflection detection methods classification 

highlights in [10]. The authors in [11] proposed combinations thresholding and Canny edge detector for large and small 

regions respectively. Stehle et al. used the brightest as the global threshold in the YUV color space. A specular highlights 

algorithm based on nonlinear filtering and color image thresholding proposed in [6]. In works [12] and [13] autors used 

thresholding, combined with a mask dilation process, to detect specular reflections. In work [14], the authors use two 

normalized color spaces (HSV and RGB) for which mean and variance are computed for each region around each pixel 

of the input image.The variance and mean are then used for the support vector machine classification. In the work of [15] 

authors in the initial phase, used the correction of the histogram to normalize brightness characteristics of the image. 

After that, the image is rendered to binary form using an adaptive selection threshold that depends on the area of the 

image. 

Each of these methods has strong and weak points. The main disadvantages of the known methods come from the 

fact that most of them are unable to detect large specular reflection regions and are more suitable for the small high 

intense specular highlights.  

So, the weaknesses of traditional methods are: 

- extremely sensitive to parameters.  

- fails to detect in case a large range of brightness light sources and complex texture organs surface.  

- mostly limited to their chosen field of applications and computational complexity. 

- unable to detect large specular reflection regions and are more suitable for the small high intense specular 

highlights. 

The methods for reconstructing damaged/unwanted areas can be conditionally divided into 3 main groups: (a) 

gradient methods [16], (b) methods based on the search for self-similar areas in the image [17], and (c) methods based on 

machine learning [18]. The disadvantages of gradient methods include the lack of structuredness/textuality of the 

restored area. Methods based on the search for self-similar blocks are devoid of this drawback. The main disadvantage of 

this group of methods is the inability to properly repair damaged areas in the absence of the necessary blocks in the intact 

image area. Machine learning-based methods currently allow the most efficient reconstruction of damaged areas. The 

main advantage is the ability to generate new objects for reconstruction, even if they are not on the damaged image. The 

disadvantages include the training process, which sometimes requires significant time costs, as well as the need to 

maintain the similarity of the restored image with the images from the training set. 



 

 
 

 

The objective of our work is to develop a new specular reflection detection algorithm with the subsequent 

reconstruction of the damaged areas. 

 

3. PROPOSED METHOD 

To detect the artifact of specular highlights and reflection in images, we developed an automatic solution that we 

show in Fig. 2. We propose a solution to process images to contrast enhancement based on combined local and global 

image processing, detect the specular reflection regions using color space transformation and binarization processing, 

and then reconstruct the damaged areas using adversary neural network.  
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Figure 2. System block diagram 

Many images may suffer from the following degradations: poor contrast due to poor illumination or finite sensitivity 

of the imaging device and electronic sensor noise. Image enhancement is the image processing that the results are more 

suitable for display or further image analysis [19-22]. The solution of the last task is very important when image 

enhancement procedure is used as a preprocessing step for other image processing techniques such as detection, 

recognition, and visualization.  

3.1 Image enhancement 

We use image enhancement algorithm based on combined local and global image processing (See Algorithm 1) [23].  
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                                                                                                            Figure 3. System block diagram 

The block diagram of the proposed enhancement algorithm is shown in figure 3. The basic idea is to apply α-rooting 

image enhancement approach for different image blocks [24, 25]. For every block, we use the transform-based 

enhancement algorithm base on the α-rooting and magnitude reduction method [19]: 
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where ),( spX   is the transform coefficients of the image,    is a user defined operating parameter, ),( sp is the 

phase of the transform coefficients.  



 

 
 

 

The α-rooting transform depends on the parameter α. We are choosing the best (optimal) enhancement image through 

optimization of measure enhancement (EME) introduced by Agaian [26]: 
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where 


lkx ;max;  and 


lkx ;min;  respectively are the minimum and maximum of the image ),( nmx  inside the block  

lk , .   

For every patch of the image, we apply α-rooting algorithm with the value of alpha that maximizes the value of EME. 

Figure 4 demonstrates the image enhancement results obtained by the proposed algorithm. 
                                             

         
a)                                                                                 b) 

Figure 4. Examples of image enhancement. a) Original images, b) Enhanced images 

3.2 Specular reflection detection 

A map must be generated that contains ones where the image is undisturbed and zeros where specular reflections 

occur. The proposed specular reflection detection algorithm shows in Fig. 5. The first part of our solution involves 

transform from RGB to into the HSV color space by applying the linear transform. The specular highlights are very 

bright, so the affected pixels show high luminance in the HSV color space. We study RGB, YUV, YIQ, HSV color 

spaces for this task. 

     

              Figure 5. The proposed specular reflection detection algorithm.                          Figure 6. The histogram for S-component. 

We chose S-component in HSV model to detect large specular reflection regions and the small high intense specular 

highlights. This color attribute was used because specular highlights are characterized by the local coincidence of intense 

brightness and unsaturated color. HSV is alternative representations of the RGB color model with components Hue, 

Saturation, Value. This color space mixes the different colors, with the saturation dimension resembling various shades 

of brightly colored paint, and the value dimension resembling the mixture of those paints with varying amounts of black 

or white paint.  The saturation image shows less false detections of the specular highlights pixel then other components. 

Then we perform histogram analysis on a single image to identify suitable intensity and saturation thresholds. For 

this purpose is to apply the Otsu method with a threshold value equal to 10. The histogram for S-component with the 

threshold is shown in Fig. 6. 

Since there are often white rings around the affected pixels in the reconstructed image, we reduce the segmented 

areas by morphological processing. For this purpose, the top-hat transform is applied. This transforms base on the 



 

 
 

 

opening operation and returns an image containing those objects that are smaller than the structuring and are brighter 

than their surroundings. After that, we use the dilation to enlarge detected regions. 

3.3 Image reconstruction 

At the final stage, we use generatively adversarial networks to reconstruct the damaged areas of the image. 

Adversarial neural networks in the standard case are two neural networks: generator G and discriminator D. Task of the 

generator G is to generate an image that discriminator D cannot distinguish from the real one. The main advantage of the 

adversarial architecture as opposed to the standard encoder-decoder architecture is the generation of sharp images by the 

generator.  
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Figure 8. The proposed adversarial neural network for reconstruction damaged arias. 

In our work, to construct a efficient method of reconstruction of damaged areas in the image, we rely on the latest 

achievements in the field of image reconstruction based on adversarial neural networks [27, 28].  Figure 8 shows the 

architecture of the proposed adversarial neural network for image reconstruction. The reconstruction generator model has 

18 convolution layers with kernel size 3 for all layers: C64-C64-MP-C64-C128-MP- C128- C128-MP-C256-C256D4-

C256D8-C256D12-C256-US-C128-C128-US-C128-C64-US-C64-C64-C3 (C-feature map, MP-max pooling, D-dilation 

rate, US-up sampling). The global discriminator has 4 convolution layers and 1 fullyconnected layer: C64K5S2-MP-

C128K5S2-MP-C256K5S2-MP-C256K3-FC1 (K-kernel size, S-strides, FC-fullyconnected). The local discriminator also 

has 4 convolution layers and 1 fullyconnected layer: C64K5S2-MP-C128K5S2-MP-C256K3-MP-C256K3-FC1.  

All neural networks (reconstruction generator, local and global discriminators) have the following identical 

parameters. The activation function is ELU [29], which is a more efficient modification of the activation function ReLU 

[30]. Additionally, when using ELU, there is no need to perform normalization batch. The ADAM method [31] with a 

training step of 0.0005 is used as an optimizer. As activation function in the last layers of neural networks, a logistic 

sigmoid is used.  

To train the reconstruction generator, we use four types of losses: global absolute difference, local absolute 

difference, adversarial loss from the global discriminator, adversarial loss from the local discriminator. Generator losses 

are calculated according to the expression: 

globadvlocadvgloblloclG LLLLLoss _4_3_12_11   ,                                (3) 
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where globx  - undamaged source image,    locx  - local undamaged area on the source image,  defx  - image with 

defect, 1 , 2 , 3 , 4 -coefficients of proportionality which are set manually. For both discriminators (local and global) 

losses are calculated according to the expression: 
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where x  – source image, the size of which depends on what discriminator is used.  

 

4. EXPEREMENTS 

We used 75 images to demonstrate the effectiveness of the proposed method. These images contain data coming from organs with 

different reflective properties and varying illuminations: abdominal wall, ureter, kidney, and heart. We also received the ground truth 

for images from our dataset. 

To evaluate the effectiveness of the proposed method we use the following metrics: 

• The probability of correct detection: 

DefPx

TP
CP                                                                               (7) 

• The probability of a false alarm: 

DefPxAllPix

FP
FA


                                                                      (8) 

where TP is true positive, FP is false positive, DefPix – total amountof pixels belonging to the reflection, AllPix - 

total amount of pixels. 

We compare the proposed specular reflection detection algorithm for test images and the well-known classical 

methods [6,9]. The experimental results (table 1) show that the probability of correct detection by the proposed method 

has the highest value. The new approach is better than the existing ones because it is an adaptive solution in complex 

cases such as change of appearance or texture. 

Table 1. Comparison the probability of detection for different methods 

 The probability of false alarm, % The probability of correct detection, % 

Zimmerman et al. [9] 24 79 

Arnold et al. [6] 27 82 

Proposed method 22 86 

Image 9 shows some examples of reconstructed images using our network and method based on patch-matching [17].  For testing 

effectiveness our method image reconstruction we use  DTD textures database (the images are cropped and have a size of 128128  

pixels, with a missing area of 6464  pixels) [32].  

 

Figure 9. Examples of reconstructed images. The first line corresponds to the original images. The second line corresponds to the 

damaged image. The third line corresponds to method Criminisi et al.[17]. The lower line corresponds to the proposed adversarial 

neural network.  



 

 
 

 

Table 2 summarizes some quantitative metrics corresponding to image 9. 

Table 2. Comparison quality of reconstruction of damaged images for different methods 

 Peak Signal-to-Noise Ratio (PSNR) 

Criminisi et al. [&] 21.3253 19.5834 15.3500 19.0429 17.2933 17.4394 12.6819 18.4926 29.2273 20.3336 

Proposed Adv.Net. 33.0295 27.2005 27.6572 29.3446 26.3332 26.0032 25.6540 28.2538 33.3350 25.8708 

 Mean-squared error (MSE) 

Criminisi et al. [&] 0.0074 0.0110 0.0292 0.0125 0.0186 0.0180 0.0539 0.0141 0.0012 0.0093 

Proposed Adv.Net. 0.0005 0.0019 0.0017 0.0012 0.0023 0.0025 0.0027 0.0015 0.0004 0.0026 

 Structural Similarity Index (SSIM) 

Criminisi et al. [&] 0.9331 0.8350 0.7856 0.8270 0.8370 0.8582 0.7810 0.8988 0.9861 0.8356 

Proposed Adv.Net. 0.9679 0.9531 0.9448 0.8949 0.9642 0.9377 0.9770 0.9677 0.9917 0.9375 

 

Image 10 shows examples of detecting and reconstructing images containing specular reflections using the proposed 

method. Reconstruction of artifacts of irregular shape shown in image 10 was performed using square and rectangular 

masks exceeding the non-regular area. After reconstruction of large square/rectangular areas, the obtained values were 

transferred to damaged irregular masks. 

    

       

Figure 10. Examples of reconstructed images. The first column corresponds to the original images. The second column corresponds to 

detected specular reflection. The third column corresponds to method Criminisi et al.[17]. The last column corresponds to the 

proposed adversarial neural network. 

The analysis of the obtained results confirms the high efficiency of the proposed method of detection and 

reconstruction of specular reflections.  

 

5. CONCLUSION 

We present a new automatic specular reflection detection algorithm for different images. The basic idea is to apply 

the modified alpha-rooting image enhancement approach and an efficient reflection detection algorithm in the HSV color 

space.   The proposed image enhancement results compare favorably against other state-of-the-art approaches. The use of 



 

 
 

 

adversary neural networks allowed to achieve reconstruction of damaged areas with a high level of quality. In addition, it 

should be noted the high speed of the entire method, which can expand its application in practice. 
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